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Speaker recognition is one of the classical and 

widely documented tasks in speech technology. In 

short it can be said that speaker recognition is the 

process of automatically recognizing the person 

behind the voice, on the basis of information obtained 

from his or her speech. 

Building speaker recognition systems has a large 

literature, especially from GMM/HMM era, which 

were the first pioneers in this field, but Neural 

Network-based solutions are gaining ground in this 

area as well. 

Zaki and his colleagues used cascade neural 

networks [1] for speaker classification, others, such as 

Zakariya et al. used i-vectors and ANN for text-

independent speaker classification [2].To achieve 

higher performance using different ANNs committee 

neural networks were proposed by Narender et al. [9]: 

several ANNs were trained to achieve excellent 

recognition, but in the final step, only the five best 

performing networks were fed into the (final) 

committee network. This way, the final decision was 

determined based on the majority voting of the 

member networks. 

The authors of [11] used a deep 2D-Convolutional 

Neural Network (CNN), applied to the raw 

spectrograms. The main idea was to create 

convolutions that sample raw information across both 

frequency and time makes the spectrograms suitable 

for CNN analysis. The input was an image of size 513 

by 107, a spectrogram of a 20ms segment of an 

utterance. They used a pre-trained network, AlexNet 

for the classification. They reached 17,1% Equal 

Error Rate (EER). An i-vector based system was also 

trained and tested on the same data, resulting in 39,7% 

EER. 

The state-of-the-art approaches for text-

independent speaker recognition are using Joint 

Factor Analysis (JFA) or i-vector based modeling. 

JFA is a powerful and widely used technique for 

compensating the variability caused by different 

channels and sessions. The total variability i-vector 

modeling has gained significant attention in speaker 

recognition due to its excellent performance, low 

complexity and resulting small model sizes. The 

authors of [10] reached 2,53% EER. 

Although several ANN/DNN implementation exist 

in the speaker recognition field, one-dimensional 

convolution was not applied specifically to this 

problem. However, not only the architecture of the 

neural network is important, it is substantial to choose 

the proper speech features for this task as well. Much 

depends on the appropriate feature selection. There 

are well-established speech features for these tasks: 

Melfrequency cepstral coefficients (MFCCs) [3], 

linear-prediction coefficients (LPC) [4], mean Hilbert 

envelopes [5], and also hybrid feature-sets [6] [7]. 

In this research we showed that using a low number 

of features is sufficient to train a DNN-based system 

to perform this classification task with a high 

performance. For this reason, we used a small 

database containing a total of 161 sound recordings 

from 11 native Hungarian speakers, reading “The 

NorthWind and the Sun” folk-tale. We used five 

speakers to differentiate them, the other speakers were 

used as an impostor model. 

MFCCs, LPCs and Linear Predictive Cepstral 

Coefficients (LPCC) were extracted in 30 ms 

windows with 10 ms overlaps, these features were 

used as input vectors. We implemented four neural 

network models: a Multi-layer Perceptron (MLP), a 

1D ConvNet and a 1D Dilated ConvNet with an 

LSTM Layer, and an Ensemble one called 

’MagmaNet’1. Our 1D Convolutional - based Neural 

Network Architectures can be seen on Figure 1. 

The impact on the classification accuracy of the 

acoustic parameters was examined. In case of MLP 

the best classification results was obtained using only 

MFCC features (47%). As one of the simplest DNN 

architectures, the MLP classification accuracy can be 

considered as a baseline. Convolutional Networks 

yield better accuracies when MFCC and LPCC 

features were combined together. Both networks 

reached an accuracy of 76%. Manual and automatic 

hyperparameter optimization was performed for each 

network. 

In hope of getting further improvement in 

classification accuracy, in our first attempt the two 

convolutional networks were merged and were 

simultaneously trained. We performed the same 

processing steps on the Ensemble model like on the 

other networks. First, we selected the best feature set 



(MFCC) for classification, then we performed manual 

hyperparameter optimization obtaining accuracy 

results of 74% on the validation set and 68% on the 

test set. Our second attempt was using pre-trained 1D 

Convolution models, storing their weights, and 

applying them in a transfer learning approach. 

 

Figure 1. The MagmaNet components: 1. 1D ConvNet:on 

the left, 2. 1D Dilated 

ConvNet with LSTM: on the right. Ensemble Model: 

together 

This ’MagmaNet’ Ensemble model reached 78% 

accuracy on the test set, which is a quite good 

achievement for this classification task, on this limited 

database. We can show comparable results in 

accuracy with [12], who investigated speaker 

identification in TV Broadcast data. Although the data 

is different, the task is similar. 

We have some ideas for future improvement: we 

would like to examine various number of features, so 

take more effort to feature selection. We are also 

aware of the limitation of our research, thus we are 

going to switch to a public database containing more 

recordings. All in all, our results confirmed the 

plausibility of using 1D Convolution based DNN as a 

means for implementing a valuable speaker 

recognition solution. 
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